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**Abstract:** This research aims to study three methods for the random sampling (Simple, Stratified, Cluster), and the impact of these methods on the accuracy of the estimation of the statistical population parameters, as an example, we will study the estimation of the linear regression coefficients by using Least Squares Method, that we compare estimators according to the three methods of random sampling that we mentioned above by applying the mathematical equations for each method, where it is clear that the stratified random sampling with proportional allocation gives the most efficient estimators and less sampling error.
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### I. INTRODUCTION

Because it is difficult, costly and sometimes impossible to conduct research on the whole population, we choose a representative sample for the population to estimate population parameters. And because of the sensitivity of OLS estimators for non-normal distribution and outliers, we will try to improve these estimators depending on statistical sampling methods.

### II. BODY OF ARTICLE

**Basic Definitions in Sampling Theory:**

**Statistical Population:** in statistics, population refers to the total set of observations that the elements from a set of data.

**Statistical Sample:** it’s a part of population which consists one or more observations drawn from the population.

**Sample Method:** Is a procedure for selecting sample elements from a population.

**Simple Random Sampling** Refers to a sampling method that has the following properties:

- The population consists of \( N \) objects.
- The sample consists of \( n \) objects.
- All possible samples of \( n \) objects are equally likely to occur.

An important benefit of simple random sampling is that it allows researchers to use statistical methods to analyze sample results. For example, given a simple random sample, researchers can use statistical methods to define confidence interval around a sample mean. Statistical analysis is not appropriate when non-random sampling methods are used.

Sampling methods can be classified into one or two categories:

- **Probability Sampling:** Sample has a known probability of being selected.
Non-Probability Sampling: Sample does not have known probability of being selected as in convenience or voluntary response surveys.

Probability Sampling:
In probability sampling it is possible to both determine which sampling units belong to which sample and the probability that each sample will be selected. In this research we had studied three types of random statistical sampling:

- Simple Random Sampling.
- Stratified Sampling.
- Cluster Sampling.

Simple Random Sampling:
A simple random sampling is a subset of a statistical population in which each member of the subset has an equal probability of being chosen.

Stratified Sampling:
Stratified sampling is possible when it makes sense to partition the population into groups based on a factor that may influence the variable that is being measured. These groups are then called strata.

An individual group is called a stratum.

With stratified sampling one should:

- Partition the population into groups (strata).
- Obtain a simple random sample from each group (stratum).
- Collect data on each sampling unit that was randomly sampled from each group (stratum).

Stratified sampling works better when a heterogeneous population is split into fairly homogeneous groups. Under these conditions, stratification generally produces more precise estimates of the population percents than estimates that would be found from a simple random sample.

The statistical (indicators) studied in the population in the random stratified sampling depend on partition the statistical sample on the strata.

Equal Allocation:
In this method, the stratified sample size is divided into strata equally. It means that the size in each stratum is equal:

\[ n_1 = n_2 = n_3 = \cdots = n_L \]

The sample size in each stratum is:

\[ n_h = \frac{n}{L} ; L: \text{the number of strata.} \]

Proportional Allocation:
In this method, the stratified sample size is divided into strata evenly with the strata’s sizes, this allocation is required:

\[ \frac{n_1}{N_1} = \frac{n_2}{N_2} = \frac{n_3}{N_3} = \cdots = \frac{n}{N} \]

Cluster Sampling:
Cluster sampling refers to a type of sampling method. With cluster sampling, the researcher divides the population into separate groups, called clusters. Then, a simple random sample of clusters is selected from the population. The researcher conducts his analysis on data from sampled clusters.
Compared to simple random sampling and stratified sampling, cluster sampling has advantages and disadvantages. For example, given equal sample sizes, cluster sampling usually provides less precision than either simple random sampling or stratified sampling. On the other hand, if travel costs between clusters are high, cluster sampling maybe more cost-effective than the other methods.

Cluster Sampling is very different from Stratified Sampling with cluster sampling one should:

- Divide the population into groups (clusters).
- Obtain a simple random sample of so many clusters from all possible clusters.
- Obtain data on every sampling unit in each of the randomly selected clusters.

It is important to note that, unlike with strata in stratified sampling, the clusters should be microcosms, rather than subsections, of the population. Each cluster should be heterogeneous. Additionally, the statistical analysis used with cluster sampling is not only different, but also more complicated than that used with stratified sampling.

When we use this method, we should consider:

1- Cluster size should be small, and the number of clusters big.
2- When these clusters are formed, the elements of a contiguous society are taken or within a particular region where they are often similar to the studied character.
3- Each cluster should have an explanation and known for the data collector.

In this research, we had used Least Square Linear Regression Estimators as examples to compare between the previous three sampling methods to find the “Best Linear Unbiased Estimator”, “Best” means “minimum variance” or “smallest variance”.

Simple Linear Regression:

It is a statistical method that allows us to summarize and study relationships between two continuous (quantitative) variables.

- One variable, denoted $x$, is regarded as the predictor, explanatory, or independent variable.
- The other variable, denoted $y$, is regarded as the response, outcome, or dependent variable.

$$Y = \beta_0 + \beta_1 x + \epsilon$$

The necessary OLS assumptions, which are used to derive the OLS estimators in linear regression models, are discussed below.

**OLS Assumption 1:** The linear regression model is “linear in parameters.”

When the dependent variable ($Y$) is a linear function of independent variables (X's) and the error term, the regression is linear in parameters and not necessarily linear in X's.

**OLS Assumption 2:** There is a random sampling of observations

This assumption of OLS regression says that:

- The sample taken for the linear regression model must be drawn randomly from the population. For example, if you have to run a regression model to study the factors that impact the scores of students in the final exam, then you must select students randomly from the university during your data collection process, rather than adopting a convenient sampling procedure.
- The number of observations taken in the sample for making the linear regression model should be greater than the number of parameters to be estimated.
• The X's should be fixed (e. independent variables should impact dependent variables). It should not be the case that dependent variables impact independent variables. This is because, in regression models, the causal relationship is studied and there is not a correlation between the two variables.

• The error terms are random. This makes the dependent variable random.

**OLS Assumption 3:** The conditional mean should be zero.

The expected value of the mean of the error terms of OLS regression should be zero given the values of independent variables.

Mathematically, \( E = (\epsilon/X) = 0 \)

This is sometimes just written as \( E(\epsilon) = 0 \)

In other words, the distribution of error terms has zero mean and doesn’t depend on the independent variables X’s. Thus, there must be no relationship between the X’s and the error term.

**OLS Assumption 4:** There is no multi-collinearity (or perfect collinearity).

In a simple linear regression model, there is only one independent variable and hence, by default, this assumption will hold true. However, in the case of multiple linear regression models, there are more than one independent variable. The OLS assumption of no multi-collinearity says that there should be no linear relationship between the independent variables.

**OLS Assumption 5:** Spherical errors: There is homoscedasticity and no autocorrelation.

According to this OLS assumption, the error terms in the regression should all have the same variance.

Mathematically, \( \text{Var}(\epsilon/X) = \sigma^2 \)

If this variance is not constant (i.e. dependent on X’s), then the linear regression model has heteroscedastic errors and likely to give incorrect estimates.

This OLS assumption of no autocorrelation says that the error terms of different observations should not be correlated with each other.

Mathematically, \( \text{Cov}(\epsilon_i, \epsilon_j/X) = 0 \) for \( i \neq j \)

**OLS Assumption 6:** Error terms should be normally distributed.

This assumption states that the errors are normally distributed, conditional upon the independent variables. This OLS assumption is not required for the validity of OLS method; however, it becomes important when one needs to define some additional finite-sample properties. Note that only the error terms need to be normally distributed. The dependent variable Y need not be normally distributed.

**Least Squares Estimators:**

The aim of OLS is to find estimators to \( \beta_0 \) and \( \beta_1 \) in linear regression equations.

By using mathematical techniques, we calculate \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) when minimizing Q to minimum.

\[
Q = \sum_{i=1}^{n} (y_i - \beta_0 - \beta_1 x_i)^2
\]

We can calculate \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) which make Q as small as possible by Partial derivation for the Q according to \( \beta_0 \) and \( \beta_1 \):

\[
\frac{dQ}{d\beta_0} = -2 \sum_{i=1}^{n} (y_i - \hat{\beta}_0 - \hat{\beta}_1 x_i) = 0
\]
Collecting and Analyzing Population Data:

In this research, we had got an experimental data of population consists of 2000 elements, which represent random results of tests of students from different schools of physics and mathematics.

Before starting to analyze population data, we conducted quality tests to reconcile the model using SPSS program (Statistical Package for Data Analysis).

We find that:

- Person correlation coefficient $r = 0.993$ and this indicates a strong correlation between the two variables.

- Determination coefficient $R^2 = 0.871$ and this indicates that the linear relationship explains 87% of data and total deviations in $Y$.

Therefore, we can say that the mode is good to reconcile and represents a linear relationship and the results can be generalized.
By conducting regression analysis using SPSS on the whole population, we get the following linear regression equation:

\[ \hat{Y} = 0.115 + 0.987x \]

So: \( \hat{\beta}_0 = 0.115 \) and \( \hat{\beta}_1 = 0.987 \)  

As shown in figure (1)

![Figure 1](image1.png)

**Figure (1)**

We assumed that \( n = 325 \) and we will look for the sample which gives the nearest regression equation to the previous equation.

**Simple Random Sampling:**

By using SPSS, we randomly select a simple random sample of \( n = 325 \), we analyze this sample we get this regression equation:

\[ \hat{Y} = 0.191 + 0.98x \]

With standard errors: \( \delta\hat{\beta}_0 = 0.076 \), \( \delta\hat{\beta}_1 = 0.007 \)  
And average error: \( \delta = 0.0415 \)  
As shown in figure (2)
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**Figure (2)**
Stratified Sampling:

First of all, we divided the population to 5 clusters according to geographic regions, whereas the size of each stratum:

\[ N_h = 400 \quad ; \quad h = 1,2,\ldots,5 \]

We distribute the stratified sample to the strata according to the equal allocation:

\[ n_h = \frac{325}{5} = 65 \quad ; \quad h = 1,2,\ldots,5 \]

And by using SPSS we randomly select samples from each stratum using simple random sampling (because each stratum become homogeneous population), then we formed the stratified sample with size \( n = 325 \) and by applying the equations of stratified sampling we got the following regression equation:

\[
Y = 0.12 + 1.003x \\
\beta_0 = 0.12 \quad \& \quad \beta_1 = 1.003 \\
\text{Std.} \beta_1 = 0.017 \quad \& \quad \text{Std.} \beta_0 = 0.388 \\
R^2 = 0.918
\]

And the biased error:

\[
\delta \beta_0 = 0.005 \quad \delta \beta_1 = 0.016 \\
\bar{\delta} = 0.0105 \\
x = 22.42 \quad \& \quad y = 22.184
\]

As population is divided to equals strata, the equal allocation is the same proportional allocation with strata sizes.

As a second step while we studying stratified sample, we divided the population to three strata according to the students results in physics, whereas the data of each stratum is close to each other, and thus less data deviation.

We assumed that the students who get results less than 20 in physics, got the rating “good”, and the stratum size \( N_1 = 624 \).

And the students who get results between 20 and 25 in physics get the rating “very good”, and the stratum size \( N_2 = 1064 \).

And the third stratum which represent students who get the rating “excellent” results more than 25 in physics, \( N_3 = 312 \).

We distribute the stratified sample to the three strata according to the equal allocation:

\[ n_1 = n_2 = n_3 = \frac{n}{3} \equiv 108 \]

Then we select samples from each stratum with size 108 using simple random sampling, and we formed the stratified sample with size \( \equiv 325 \), and by applying the equations of stratified sampling we got:

\[
Y = 0.11 + 1.002x \\
\beta_0 = 0.11 \quad \& \quad \beta_1 = 1.002 \\
\text{Std.} \beta_1 = 0.019 \quad \& \quad \text{Std.} \beta_0 = 0.425 \\
\delta \beta_1 = 0.015 \quad \delta \beta_0 = 0.005 \\
\bar{\delta} = 0.01
\]
\[ \bar{x} = 22.38 \quad \& \quad \bar{y} = 22.19 \]

Then we distribute the stratified sample to the strata according to proportional allocation as follow:

\[
\frac{325}{2000} = \frac{n_1}{624} = \frac{n_2}{1064} = \frac{n_3}{316}
\]

\[ n_1 = 101 \]
\[ n_2 = 173 \]
\[ n_3 = 51 \]

We select the samples from the strata with the previous sizes using simple random sampling and formed the stratified sample = 325, and by applying the equations of stratified sampling we got:

\[ Y = 0.116 + 1.002x \]
\[ \beta_0 = 0.116 \quad \& \quad \beta_1 = 1.002 \]
\[ Std.\beta_1 = 0.019 \quad \& \quad Std.\beta_0 = 0.425 \]
\[ \delta\beta_0 = 0.015 \quad \& \quad \delta\beta_1 = 0.001 \]
\[ \bar{\delta} = 0.008 \]
\[ \bar{x} = 22.3 \quad \& \quad \bar{y} = 22.1 \]

Cluster Sampling:

We divided the population which represent 2000 elements to clusters according to schools, whereas each cluster represents school, we got 20 clusters each one includes some of population units, and by using simple random sampling we select 5 clusters, i.e. the sample size \( m = 5 \).

\[ N_h = 10 \quad : \quad h = 1,2,...,5 \]

Then we select preliminary sample from each cluster using simple random sampling with size

\[ n_j = 65 \quad : \quad j = 1,2,...,5 \]

And then we formed the whole sample from this samples with size \( n = 325 \) and by applying the equations of cluster sampling we got:

\[ Y = 0.3 + 0.974x \]
\[ \beta_0 = 0.3 \quad \& \quad \beta_1 = 0.974 \]
\[ Std.\beta_1 = 0.021 \quad \& \quad Std.\beta_0 = 0.475 \]
\[ \delta\beta_0 = 0.185 \quad \& \quad \delta\beta_1 = 0.013 \]
\[ \bar{\delta} = 0.099 \]
\[ \bar{x} = 21.956 \quad \& \quad \bar{y} = 21.731 \]

To confirm the result, we select the class sample with size \( m = 5 \) and then select new preliminary samples and form new sample and got the following results:

\[ Y = 0.597 + 0.955x \]
III. CONCLUSION

1-The Simple Random Sample gives estimators that are not accurate enough, because the sample selection is completely random, and estimates are less accurate when variable increases and outlier values exist.

2-Stratified Sample gives the best and most accurate estimators to estimate linear regression coefficient using OLS, whereas the standard error of the sample generally affects by population elements dispersion which is selected from, so the standard error for the stratified sample is less than the standard error of simple random sample due to removing part of the statistical population dispersion by removing big difference in the same stratum. And when we design the sample according to proportional allocation, we get the best sampling results and the lowest standard error and biggest number of data on regression linear.

3-The results of Cluster Sampling are less accurate than Simple and Stratified sampling, due to the whole sample which represents cluster population is selected from specific categories (clusters) in the population, although the selection is random and simple, only number of categories (clusters) do not exist in the analysis, thus, its data are not taken while calculate the estimation of regression equation coefficient.
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